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Principal Flows

Victor M. Panaretos, Tung Pham, and Zhigang Yao

We revisit the problem of extending the notion of principal component analysis (PCA) to multivariate datasets that satisfy nonlinear constraints, therefore lying on Riemannian manifolds. Our aim is to determine curves on the manifold that retain their canonical interpretability as principal components, while at the same time being flexible enough to capture nongeodesic forms of variation. We introduce the concept of a principal flow, a curve on the manifold passing through the mean of the data, and with the property that, at any point of the curve, the tangent velocity vector attempts to fit the first eigenvector of a tangent space PCA locally at that same point, subject to a smoothness constraint. That is, a particle flowing along the principal flow attempts to move along a path of maximal variation of the data, up to smoothness constraints. The rigorous definition of a principal flow is given by means of a Lagrangian variational problem, and its solution is reduced to an ODE problem via the Euler–Lagrange method. Conditions for existence and uniqueness are provided, and an algorithm is outlined for the numerical solution of the problem. Higher order principal flows are also defined. It is shown that global principal flows yield the usual principal components on a Euclidean space. By means of examples, it is illustrated that the principal flow is able to capture patterns of variation that can escape other manifold PCA methods.
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1. INTRODUCTION

Much of statistical methodology is deeply rooted in methods resting upon linearity, not necessarily in the sense that the methods are linear in themselves (though these play a prominent role), but in that they exploit the vector structure of the ambient sample space in a fundamental way. Though such sample spaces are able to successfully capture a tremendous variety of statistical problems, there still remain numerous contexts where the sample space is fundamentally nonlinear, and requires a differential-geometric treatment. Manifold sample spaces may arise in a number of ways, but one may isolate certain general themes such as:

1. The manifold being the actual physical space where the data reside. The classical example is that of the sphere, as a model for the surface of the earth in applications ranging from earth sciences (e.g., Watson 1983; Mardia and Jupp 2000) to marine biology (e.g., Brillinger 1997).
2. The manifold being a subset of a classical vector space that arises due to nonlinear constraints, for example, cones of nonnegative definite matrices (e.g., Schwartzman 2006) or Stiefel manifolds of ordered bases (e.g., Mardia and Khatri 1977).
3. The manifold being “isomorphic” (in the appropriate sense) to the representation space that arises as the result of the choice of a particular mathematical formalism to describe a certain data structure. For instance, complex projective spaces when representing planar shapes (e.g., Kendall et al. 1999), or cylinders when representing line processes (e.g., Stoyan, Kendall, and Mecke 1995).

Natural as manifold data may be, they can pose unconventional challenges. Even the simplest statistical procedures may not be well defined in a nonlinear manifold. For instance, the very notion of an average is not straightforward, and definitions of averages such as the Fréchet mean (Fréchet 1948) may suffer from nonuniqueness (Karcher 1977) and have intricate behavior under sampling, even asymptotically (Bhattacharya and Patrangenaru 2003, 2005; Kendall and Le 2011). Further to describing location, one of course wishes to be able to describe the covariation of the data around their center, whether this may be a Fréchet mean or some other notion of centrality. By analogy to the vector space case, a natural means of doing so is considering how principal component analysis (PCA) methods can be developed on nonlinear manifolds. Methods that generalize PCA to the case of manifolds typically hinge on one of the various equivalent definitions of PCA in Euclidean space and proceed by analogy. For example, principal geodesic analysis and its variants use the fact that the first principal component in a linear space is the line passing through the mean with minimal average squared distance to the points of the sample, and define a corresponding first principal component on the manifold replacing the line by a geodesic (see, e.g., Huckemann and Ziezold 2006; Dryden, Koloydenko, and Zhou 2009; Huckemann, Hotz, and Munk 2010; Jung, Foskey, and Marron 2010). Tangent space PCA considers the interpretation of the first principal component as a direction of maximal variability centered at the mean and yields a vector in the tangent space of the mean (the tangent principal component) lying in the direction of maximal variability when the sample points are lifted onto this tangent space by projection or inverse exponentiation (see, e.g., Goodall 1991; Dryden and Mardia 1998, sec. 5.5; Fletcher and Joshi 2007). Using the fact that Euclidean principal components yield a sequence of nested linear subspaces, each providing the optimal embedding of the data in the corresponding dimension, Fletcher et al. (2004) defined a collection of nested geodesic submanifolds locally around the intrinsic mean, by retracting tangent principal components onto the manifold via the exponential map. In the special case of the sphere, Jung, Dryden, and Marron (2012) used the same nested subspace principle to motivate a sequence of nested spheres.
Other approaches that pursue data reduction are less attached to a "canonical" PCA framework, and attempt to fit curves to the point cloud on the manifold (usually sequentially indexed), often attempting to minimize a sum of squared distances criterion. For instance, Jupp and Kent (1987) (in the case of spheres) and Kume, Dryden, and Le (2007) (in the case of complex projective curves on shape spaces, by using their special relationship with splines." Kenobi, Dryden, and Le (2010) fitted polynomial-type on the manifold with the purpose of fitting "intrinsic smoothing splines." The first class of approaches has the advantage of being principled, in that they are interpretable through the lens of classical PCA. However, they are often interpretable only locally and can be rather rigid. Though the “curve fitting” approaches may not have as elegant or canonical an interpretation, they can often be superior to PCA-inspired approaches in capturing patterns of variation that are either nonlocal or complex enough to not be well described by geodesics. Nevertheless, they often require that the data points be indexed in some natural order.

The goal of this article is to find a compromise between these two schools of thought, one that will be interpretable more globally, while retaining the interpretability of principled PCA-inspired methods and allowing for the nongeodesic flexibility of curve fitting of manifold data (indeed data that are not even necessarily sequentially indexed). In brief, we consider the problem of defining a smooth curve on the manifold that passes through a given center of the data (e.g., an intrinsic mean), and with the property that, at each point, its derivative (which is tangent to the manifold) is “close” to the first principal component generated by a local tangent PCA at that same point (Section 2.3). In this sense, a flow along this curve always attempts to follow the direction of maximal variability, subject to a smoothness constraint. We call such a curve a principal flow. By varying the size of the neighborhood on which the local PCA yielding the direction of maximal local variability at each point is performed, one can control how rigid or flexible the principal flow will be.

We demonstrate how the problem of obtaining a principal flow can be transformed into one of solving a Euler–Lagrange problem on the manifold (a standard problem of numerical analysis), give conditions for the existence and uniqueness of a solution (Section 3) and describe an algorithm for its practical implementation (Section 3.1). We show that our method remains “canonical,” in that it can be proven to reduce to the usual PCA when applied in a Euclidean space, with the usual mean as a starting point, and when the direction of maximal variability at any given point is defined globally (Section 5). Though the principal flow is primarily motivated by curved manifolds, it may also be useful in the case of flat manifolds: when the direction of highest variation around a given point is defined by emphasizing nearest neighbor points, the flow is no longer a line (the principal component line) but a smooth curve, providing a complementary notion to that of a principal curve, as introduced by Hastie and Stuetzle (1989).

We illustrate by means of simulated examples and the analysis of seismological data (Section 6) that the principal flow is able to capture patterns of variation that escape methods related to principal geodesics, when the direction of maximal variability at a given point is defined using neighboring points. In principle, our formulation may be implemented on any Riemannian manifold that is defined as the level set of a smooth function, provided that this latter function is explicitly known (though lack of explicit geodesics will certainly increase the computational complexity). This is usually not the case for more flexible curve fitting methods, which are typically studied in special cases of manifolds (and which, in addition, require that the data be indexed in some ordered fashion).

2. PRINCIPAL FLOWS

2.1 Preliminaries

We will throughout work within the context of a complete Riemannian manifold $M$ of dimension $r$, embedded in $(\mathbb{R}^m, \| \cdot \|)$, $r < m$ (see, e.g., Thorpe (1979) for an accessible overview or Small (1996, sec. 2.2) for a rapid introduction). We will assume that the embedding is explicitly known, in that $M := \{ x \in \mathbb{R}^m : F(x) = 0 \}$ for a known differentiable function $F: \mathbb{R}^m \to \mathbb{R}^r$. The corresponding bundle of tangent spaces will be denoted by $T_x M := \{ y \in \mathbb{R}^m : DF y = 0 \}$, $x \in M$ with associated metric tensor $(\cdot, \cdot)$ and induced Riemannian metric $g(\cdot, \cdot)$. Here, $DF$ is the $r \times m$ derivative matrix of $F$ evaluated at $x \in M$, assumed to be of full rank everywhere on $M$. For each $x \in M$, let $\exp_x : T_x M \to M$ be the exponential map, well defined away from the cut locus of $x$ on $T_x M$, and $\log_x : M \to T_x M$ be its inverse, well defined away from the cut locus of $x$ on $M$. Throughout, $\{ x_1, \ldots, x_n \}$ will denote a configuration of $n$ points on $M$. We will assume that this configuration is localized enough that there exists a connected open set $B \subset M$ covering $\{ x_1, \ldots, x_n \}$ and such that $\log_x y$ is well defined for all $x, y \in B$.

2.2 Tangent Space PCA

Before introducing the principal flow, we recall the basic elements of tangent space PCA (e.g., Dryden and Mardia 1998, sec. 5.5), which will play a role in the definition of the principal flow. Let $\{ x_1, \ldots, x_n \} \in M$ and $B \subset M$ be as above, and $\bar{x} \in B$ be some other point on the manifold. The point $\bar{x}$ could be a Fréchet mean (Fréchet 1948), that is a minimizer of $\frac{1}{n} \sum_{i=1}^{n} d^2(\cdot, x_i)$, for $d$ the Riemannian metric, or could be some other arbitrary point of interest. We assume that $n > r$, that is, the sample size is larger than the intrinsic dimension of the manifold.

Definition 2.1 (Tangent PCA). The tangent principal components at $\bar{x} \in B$, $\{ e_1(\bar{x}), \ldots, e_r(\bar{x}) \}$, are a basis for $T_{\bar{x}} M$, given
by the first $r$ eigenvectors of the $m \times m$ matrix

$$\Sigma(\bar{x}) = \frac{1}{n} \sum_{i=1}^{n} \log_{\bar{x}}(x_i) \otimes \log_{\bar{x}}(x_i),$$  \hspace{1cm} (1)

where $y \otimes y := y y^T$. The corresponding eigenvalues are denoted by $\lambda_1(\bar{x}) \geq \cdots \geq \lambda_n(\bar{x}) \geq 0$, so that:

$$\Sigma(\bar{x}) e_{\ell}(\bar{x}) = \lambda_{\ell}(\bar{x}) e_{\ell}(\bar{x}).$$

The condition $\bar{x} \in B$ is a technical one, ensuring that the log map is well defined. Note that only $r$ eigenvalues will be nonzero, since $T_\bar{x}M$ is of intrinsic dimension $r$. Intuitively, we lift the configuration of points $\{x_1, \ldots, x_n\}$ from the manifold onto the tangent space $T_\bar{x}M$ using the log map, and carry out PCA on the tangent space, with respect to the covariance matrix of the lifted configuration around $\bar{x}$. The tangent principal components are now vectors in $T_\bar{x}M$ pointing at the principal directions of variation.

Local versions of the tangent covariance matrix may also be defined, by selecting a scale parameter $h > 0$ and a smooth nonincreasing univariate kernel $K$ on $[0, \infty)$.

**Definition 2.2** (Local Tangent Covariance). Letting $h > 0$ and $k_h(\bar{x}, \bar{x}) = K(h^{-1} \| \log_{\bar{x}} x - \bar{x} \|)$, we define a scale $h$ local tangent covariance matrix at $\bar{x} \in B$ as

$$\Sigma_h(\bar{x}) = \frac{1}{\sum_i k_h(x_i, \bar{x})} \sum_{i=1}^{n} (\log_{\bar{x}}(x_i) \otimes \log_{\bar{x}}(x_i)) k_h(x_i, \bar{x}). \hspace{1cm} (2)$$

Alternatively, one may use Mahalanobis tangent neighborhoods, defining $k_h(\bar{x}, \bar{x}) = K(h^{-1} (\log_{\bar{x}} x - \bar{x})^T \Sigma^{-1}(\bar{x}) (\log_{\bar{x}} x - \bar{x}))$. In the following, we will use the spherical neighborhoods, without loss of generality.

Such local versions can be used as a basis for a localized tangent PCA at scale $h$, since the curvature of the manifold may be such that the tangent space approximation might not yield a reasonable approximation for the entire sample. Setting $h = \infty$ yields the tangent covariance in Equation (1). When there is no danger of confusion, we will omit the subscript $h$ from the local versions of the tangent eigenvectors and eigenvalues.

The tangent principal components $\{e_1(\bar{x}), \ldots, e_r(\bar{x})\}$ (or their local versions) yield the ordered directions of maximal variation (the respective variance components being $\{\lambda_1(\bar{x}), \ldots, \lambda_r(\bar{x})\}$) (correspondingly their local versions), but do not immediately yield a path of maximal variation. A local solution is to consider geodesics passing through $\bar{x}$ and tangent, at $\bar{x}$, to the corresponding principal components (such paths exist and are unique locally around $\bar{x}$). This is essentially the approach of Fletcher et al. (2004). The drawback is that these geodesics are interpretable as “paths of high variation” only for a small neighborhood around $\bar{x}$ (depending also on the geometry of the particular manifold).

This motivates our definition of a principal flow, a path admitting a more global interpretation.

**2.3 Definition of Principal Flows**

The heuristic behind the principal flow is that, after we construct the principal tangent vector $e_1(\bar{x})$ at the starting point $\bar{x}$, we want to move infinitesimally in that direction. Once this infinitesimal move is made, it may no longer make sense to keep moving at this same direction (i.e., the geodesic tangent to the initial direction at the starting point $\bar{x}$). Instead, after the infinitesimal transition, we may again ask for the tangent direction $e_1(x')$ of highest variation at the current position $x'$ and move accordingly. Iterating this procedure would approximately yield an integral curve that is always tangent to the direction of maximal variation at any given point it contains. In the terminology of classical mechanics, we will have a flow of the vector field $\{e_1(x)\}$ started at the point $\bar{x}$. The problem with this approach is that it remains intrinsically local in its updating rule, and thus greedy and subject to unstable variation under minor perturbations of the sample.

This section provides a principled construction of a path of maximal “cumulative variation” motivated by this heuristic, called a principal flow, corresponding to a concrete objective functional that can be interpreted precisely and has a global character (but is locally equivalent with the motivating heuristic). The strategy will be to pose the problem as one of Lagrangian mechanics and solve the corresponding variational problem by the Euler–Lagrange method.

Initially, we concentrate on the first principal flow and denote the first eigenvector (respectively, eigenvalue) of a matrix $\Sigma_h(x)$ simply by $e(x)$ (respectively, $\lambda(x)$), for tidiness. These define an orientation field $\{V(x) : x \in B\}$, comprised of orientations of “maximal variation,”

$$V(x) = \{-\lambda(x)e(x), \lambda(x)e(x)\}. \hspace{1cm} (3)$$

What will be the key for our later derivations is that, at least locally, this orientation field can be transformed into a vector field. That is, within an open neighborhood $N \subset B$, we can pick the eigenvectors $\{e(x) : x \in N\}$ to be “pointing in the same direction.”

**Proposition 2.1.** Let $\{x_1, \ldots, x_n\} \subset M$ and $B \subset M$ be as above, and assume that the tangent covariance matrix $\Sigma_h(x)$ has distinct first and second eigenvalues for all $x \in B$. Given any $\bar{x} \in B$, the tangent vector $\lambda(x)e(x)$ can be extended to a tangent vector field $W := \{V(x) : x \in N(\bar{x})\}$ defined over an open neighborhood $N(\bar{x})$ of $\bar{x}$ and such that

1. $W(x)$ is independent of the local coordinates of $T_\bar{x}M$ and can be expressed in coordinates of the ambient space $\mathbb{R}^m$.
2. $\Sigma_h(x)W(x) = \lambda(x)W(x)$ (i.e., $W(x) \in V(x)$).
3. $W : N(\bar{x}) \rightarrow \mathbb{R}^m$ is a differentiable mapping.

With this result, we can now make sense of integrating over the orientation field given by the eigenvectors and may turn to describing the class of functions that will provide the candidates for a principal flow. For $\bar{x}$ a starting point on $M$, define the class

$$\Gamma(\bar{x}, v) = \{\gamma : [0, r] \rightarrow M : \gamma \in C^2(M), \hspace{1cm} r \leq 1, \gamma(s) \neq \gamma(s') \text{ for } s \neq s', \gamma(0) = \bar{x}, \hspace{1cm} \gamma(t) = v, \hspace{1cm} \ell(\gamma(0, [0, t])) = t \text{ for all } 0 \leq t \leq r \leq 1\},$$

where $\ell(\gamma(0, [0, t]))$ denotes the length of the parametric curve $\gamma$ from $\gamma(0)$ to $\gamma(t)$, for all $0 \leq t \leq 1$, and $v$ is a tangent unit vector at $\bar{x}$. That is, given $\bar{x}$ and a unit vector $v \in T_\bar{x}M$, $\Gamma(\bar{x}, v)$ is the set of all twice differentiable unit speed nonintersecting curves on $M$, starting at $\bar{x}$ with velocity vector $v$ at $\bar{x}$, and length $r \leq 1$. The choice of $1$ as an upper bound for the length is,
of course, arbitrary. It is chosen as a matter of convenience in later derivations and can be thought of as drawing an analogy to linear PCA, where eigenvectors have length 1. The length of a curve will be denoted as $\ell(\gamma)$.

The principal flow will now be defined as the solution of a variational problem: we will require the principal flow to be a smooth curve $\gamma$ on the manifold, that passes through a given point $\bar{x}$ (e.g., a Fréchet mean) and whose derivative vector field $\dot{\gamma}$ is maximally compatible with the vector field $\{V(x) : x \in B\}$ of orientations of maximal variation.

**Definition 2.3 (Principal Flow at Scale $h$).** Let $\bar{x} \in B$. Assume that $\{\Sigma_{h}(x) : x \in B\}$ have distinct first and second eigenvalues. Let $W$ be the extension of $\lambda(\bar{x})e(\bar{x})$ described in Proposition 2.1. A principal flow of $\{x_1, \ldots, x_n\}$ through $\bar{x}$ at scale $h$ is the union of two curves $\gamma_1$ and $\gamma_2$ satisfying

$$\gamma_1 = \arg \sup_{\gamma \in \Gamma(\bar{x}, \kappa)} \int_0^{\ell(\gamma)} \langle \dot{\gamma}(t), W(\gamma(t)) \rangle dt, \quad (4)$$

$$\gamma_2 = \arg \inf_{\gamma \in \Gamma(\bar{x}, -\kappa)} \int_0^{\ell(\gamma)} \langle \dot{\gamma}(t), W(\gamma(t)) \rangle dt. \quad (5)$$

In light of Proposition 2.1, when $\{\Sigma_{h}(x) : x \in B\}$ have distinct first and second eigenvalues, the curve $\gamma_1$ starts at $\bar{x}$ and follows the direction of the vector field extending $\lambda(\bar{x})e(\bar{x})$, while the curve $\gamma_2$ starts at $\bar{x}$ and follows the opposite direction, $-\lambda(\bar{x})e(\bar{x})$ (which explains why the integral for $\gamma_2$ is negative and why the infimum appears; the integrand is always negative, whereas the integrand for $\gamma_1$ is always positive). The definition of $\gamma_1$ and $\gamma_2$ also explains the unit speed constraint: since the integrals defining them are line integrals, they are invariant under reparameterization, and hence a constraint would be required for the principal flow to be uniquely defined.

From a classical mechanics perspective, if the vector field $W$ is thought of as a force field, then the principal flow provides a smooth path that maximizes the work done by the force field on a particle traveling along it.

The scale parameter $h$ controls how rigid/flexible the flow will be. For large values of $h$, the flow will be insensitive to local variation of the sample, and will focus on the global variation properties, resembling more rigid approaches such as principal geodesics. For small values of $h$, the flow will be more accommodating of local variation, and will capture variation properties at finer scales, resembling more flexible approaches such as polynomial shape curves (Figure 1 provides an example illustrating the behavior of the principal flow as $h$ varies, while Figure 2 gives an example of two flows on the surface of a cone). What is important, though, is that in either case the flow will admit a clear principled PCA-type interpretation. The parameter $h$ need not be interpreted as a bandwidth parameter that needs to be optimized over. Rather, we take a scale-space perspective (Chaudhuri and Marron 2000) and view $h$ as characterizing how locally or globally we wish to describe a path of maximal variation. The behavior of the principal flow induced for different values of $h$ is illustrated in Section 6, and further discussion on the issue is provided in Section 7.

3. DETERMINATION OF PRINCIPAL FLOWS VIA THE EULER–LAGRANGE METHOD

By symmetry, we restrict the discussion to the solution of the optimization problem yielding the curve $\gamma_1$. This variational problem is of the Euler–Lagrange form with mixed boundary conditions. The problem is to find a critical point of

$$\mathcal{L}_1(W, \gamma) = \int_0^{\ell(\gamma)} \langle \dot{\gamma}(t), W(\gamma(t)) \rangle dt \quad (6)$$

subject to the constraints defining the set of candidate curves $\Gamma(\bar{x}, W(\bar{x}))$, that is

![Figure 1](https://example.com/figure1.png)

(a) Principal flows for different values of the $h$ parameter for an artificial configuration of points on the unit sphere (plotted in blue). The flows are started at the Fréchet mean (which obviously lies on the center of symmetry of the configuration). Panel (a) contrasts two flows generated by two choices of $h$. Panel (b) shows a magnification of the region of the sphere where the points lie, illustrating the effect of varying $h$ on the form of the principal flow.
reparameterization). We will use the fact that (they have been imposed to avoid nonuniqueness issues due to constraints with constraints that are easier to handle, reformulating the solution set as
\[
\Gamma_2(\bar{x}, e(\bar{x})) = \left\{ \gamma : [0, 1] \rightarrow M, \gamma(0) = \bar{x}, \dot{\gamma}(0) = c_1 e(\bar{x}), c_1 \in \mathbb{R}, \gamma(s) \neq \gamma(s') \text{ for } s \neq s', \int_0^1 \|\dot{\gamma}(t)\|^2 dt = 1 \right\}.
\]
Provided we can show that \( \Gamma(\bar{x}, W(\bar{x})) \) and \( \Gamma_2(\bar{x}, e(\bar{x})) \) are equivalent up to reparameterization, it will follow that we may solve the variational problem by replacing \( \Gamma \) by \( \Gamma_2 \). This is indeed the case as is stated below (and proven in the Appendix).

**Proposition 3.1 (Reparameterization).** The sets \( \Gamma(\bar{x}, W(\bar{x})) \) and \( \Gamma_2(\bar{x}, e(\bar{x})) \) are equal modulo curve reparameterization.

We now concentrate on finding a critical point of \( \mathcal{L}_1(W, \gamma) \) over the set \( \Gamma_2(\bar{x}, e(\bar{x})) \). Using Lagrange multipliers to define the Lagrangian
\[
\mathcal{L}(t, \gamma, \dot{\gamma}) = (W(\gamma), \dot{\gamma}) + \delta[(\dot{\gamma}, \ddot{\gamma}) - 1] + zF(\gamma),
\]
our original problem may be restated as finding extreme points \( \gamma \in C^2([0, 1], \mathbb{R}^n) \) of
\[
\int_0^1 \mathcal{L}(t, \gamma, \dot{\gamma})dt
\]
subject to the boundary conditions \( \gamma(0) = \bar{x}, \dot{\gamma}(0) = c_1 e(\bar{x}), c_1 \in \mathbb{R} \). Following the standard steps of the Euler–Lagrange method, we calculate
\[
\frac{\partial \mathcal{L}}{\partial \gamma} = W(\gamma) + 2\delta \dot{\gamma} \tag{9}
\]
\[
\frac{\partial \mathcal{L}}{\partial \dot{\gamma}} = \dot{W}(\gamma)^\top \ddot{\gamma} + DF(\gamma)^\top z \tag{10}
\]
and, equating the last two of the above equations, we obtain the Euler–Lagrange equation
\[
[\dot{W}(\gamma)^\top - \dot{W}(\gamma)] \ddot{\gamma} - 2\delta \ddot{\gamma} + DF(\gamma)^\top z = 0. \tag{12}
\]
This can be rewritten in autonomous form as
\[
\begin{cases}
-2\delta \dot{\gamma} + DF(\gamma)^\top z = [\dot{W}(\gamma) - \dot{W}(\gamma)^\top] \dot{\gamma}, \\
F(\gamma) = 0,
\end{cases}
\]
thus reducing the problem of determining the principal flow in practice, to the numerical solution of a system of ordinary differential equations. By defining \( Q(\gamma) = -2\delta \) and \( G(\gamma, \dot{\gamma}) = [W(\gamma) - \dot{W}(\gamma)^\top] \dot{\gamma} \), we see that the Euler–Lagrange equations are of the form
\[
\begin{cases}
Q(\gamma) \ddot{\gamma} + DF(\gamma)^\top z = G(\gamma, \dot{\gamma}), \\
F(\gamma) = 0.
\end{cases} \tag{14}
\]
A key result (Rabier and Rheinboldt 1995, theorem 2.2) that is important in our context is that, provided \( Q \in C^1, F \in C^{2,1} \) and \( G \in C^{0,1} \), the initial value problem consisting of Equation (14) and compatible initial conditions \( \gamma(0) = \bar{x} \in M \) \& \( \dot{\gamma}(0) = w \in T_0 M \) admits a \( C^2 \) solution \( \gamma \), that is unique on an open interval containing 0. In other words, if the constraint function \( F \) is twice differentiable with a Lipschitz continuous second derivative, and the derivative of the vector field \( W \) (whose existence is given in Proposition 2.1) is Lipschitz continuous, then a solution curve to the optimization problem (8) exists, and is in fact unique, up to a certain positive length.

### 3.1 Numerical Implementation

Solutions to initial value problems of the form (14) have been studied extensively in the numerical analysis literature. The implementation that we used follows the basic steps of Rabier and Rheinboldt (1995), whose numerical algorithm is particularly well-adapted to our setting. The algorithm requires the availability of local coordinate systems \( \phi_x : \mathbb{R}^m \to M \), for open neighborhoods of points \( x \in M \), and orthogonal matrices \( U(x) \)
providing bases for the tangent spaces \( T_x M \). In principle, therefore, it may be applied to any Riemannian manifold that arises as a zero set of some smooth function \( F \), using standard methods for the efficient determination of tangential local coordinate systems.

The essence of the approach is that \( \gamma \) is a solution to Equation (14) if and only if it is a solution to

\[
\dot{\gamma} = H(\gamma, \gamma),
\]

a second-order ODE on \( M \) (Rabier and Rheinboldt 1995, theorem 2.1). The function \( H \) is explicitly defined through the coefficients of the ODE and the function \( F \). In our case, since \( Q(x) = -2\delta \),

\[
H(x, w) = -2\delta P(x)[G(x, w) + 2\delta \nabla_{\gamma}(w, w)] + \nabla_{w}(w, w),
\]

where \( P(x) \) is the orthogonal projection onto \( T_x M \) and \( \nabla_{\gamma} \) is the second fundamental tensor at \( x \in M \) (a known object given the manifold \( M \)). The algorithm of Rabier and Rheinboldt (1995) solves Equation (15) using an iteration that employs the local coordinate representation given by \( \{\varphi_i\} \). A high-level description of the algorithm is as follows.

**Algorithm 1 Numerical Optimization of \( \mathcal{L}_1 \)**

(A) Choose a value \( \delta < 0 \) for the Lagrange multiplier (recall that \( Q(x) = -2\delta \));

(B) Let \( \bar{x} \) be a starting point on \( M \) and choose the first eigenvector \( e_1(\bar{x}) \) of the tangent covariance matrix at \( \Sigma_0(\bar{x}) \) as the initial direction of the curve; let \( X_0 = \bar{x} \); let \( S_0 = \{\bar{x}\} \);

(C) Set \( k = 0 \);

(D) Find the orthogonal basis \( U(X_k) \);

(E) Solve the ODE

\[
\begin{pmatrix}
\dot{u}

\dot{v}
\end{pmatrix} = \begin{pmatrix}
U(X_k)^\top H(\varphi_{X_k}(u), D\varphi_{X_k}(u) v)

v
\end{pmatrix}
\]

numerically on \( T_{X_k} M \) for the specific value of \( \delta = -\frac{1}{2} Q(x) \), where \( u \) is expressed in \( U(X_k) \) coordinates, obtaining a sequence of \( \{u_{k,1}, \ldots, u_{k,i}\} \subset \varphi_{X_k}^{-1} \varphi_{X_k} \subset T_{X_k} M \);

(F) Store \( x_{k,i} = \varphi_{X_k}(u_{k,i}) \) for \( 1 \leq i \leq t \); let \( X_{k+1} = x_{k,i} \); let \( S_k = \{x_{k,i}\}_{i=1}^t \);

(G) If the geodesic length of the piecewise geodesic curve \( \gamma_k \) produced by geodesically interpolating the sequence \( \{S_j\}_{j=0}^k \) exceeds length 1, stop and return \( \gamma_k = \gamma_k^* \); otherwise, set \( k \mapsto k + 1 \) and go to step (D).

The algorithm will be executed for a range of choices of \( \delta \), yielding a collection of curves, \( \gamma_k \). The curve that will then be retained as the optimum of \( \mathcal{L}_1 \) will be the \( \gamma_{0*} \), such that

\[
\gamma_{0*} = \arg \sup_{\delta} \int_0^{\ell(\gamma)} \langle W(\gamma), \dot{\gamma} \rangle dt.
\]

If the discretized flow \( \gamma_t \) is represented as \( \gamma_t = (z_1, \ldots, z_N) \), where \( z_i \in M \), then the length of \( \gamma_t \) and the work done by the field \( W \) on \( \gamma_t \) are numerically approximated as

\[
\ell(\gamma_t) := \sum_{i=1}^{N-1} d(z_i, z_{i+1}),
\]

\[
\int_0^{\ell(\gamma)} \langle W(\gamma), \dot{\gamma} \rangle dt := \sum_{i=1}^{N-1} \langle W(z_i), \log_{z_i}(z_{i+1}) \rangle,
\]

where \( d \) represents the Riemannian metric on \( M \).

The computational cost of the method is, in general, related to the generic cost of solving second order ODEs on manifolds (see also Rabier and Rheinboldt 1995). This depends not only on the manifold itself, but also on the form of the ODE which in our case is also influenced by the particular data structure (e.g., its curvature and/or diameter), the density of data points and the value of \( h \) (decreasing in \( h \)). The 17 flows depicted in Figure 1(b) took a total user CPU time of 2406 sec, corresponding to 2455 sec of real time (processor: 2.5 GHz Intel Core i5; memory: 8GB 1333 MHz DDR3). This means that computing each principal flow from about 40 data points exhibiting substantial curvature took 2.4 min on average. Computing the pairs of flows started at the intrinsic mean that are depicted in Figures 3(a), 3(d), and 3(g) took 2.88 min, 4.39 min, and 2.58 min of real time, respectively.

### 4. Higher Order Principal Flows

Similarly with our definition of the first principal flow, we may define higher order principal flows with an analogous interpretation. By analogy to our earlier development, we now consider the \( k \)th eigenvector (respectively, eigenvalue) of the matrix \( \Sigma_0(x) \), say \( e_k(x) \) (resp. \( \lambda_k(x) \)) and define the vector field \( W_k \) analogously to \( W \), as defined in Proposition 2.1. Then, assuming that the first \( k + 1 \) eigenvalues of \( \Sigma_0(x) \) are distinct, Proposition 2.1 remains valid when applied to \( \lambda_k(x)e_k(x) \), so that we may define:

**Definition 4.1 (\( k \)th Principal Flow at Scale \( h \)).** Let \( \bar{x} \in B \). Assume that the first \( k + 1 \) eigenvalues of \( \Sigma_0(x) \) are distinct. Let \( \{\lambda_k(x)\} \) and \( \{e_k(x)\} \) be the corresponding \( k \)th eigenvalues and eigenvectors, and let \( W_k \) be the extension of \( \lambda_k(x)e_k(x) \) as described in Proposition 2.1. The \( k \)th principal flow of \( \{x_1, \ldots, x_N\} \) through \( \bar{x} \) at scale \( h \) is the union of two curves \( \gamma_1 \) and \( \gamma_2 \) satisfying

\[
\gamma_1 = \arg \sup_{\gamma \in \Gamma(\bar{x}, e_1(\bar{x}))} \int_0^{\ell(\gamma)} \langle \dot{\gamma}(t), W_k(\gamma(t)) \rangle dt,
\]

\[
\gamma_2 = \arg \inf_{\gamma \in \Gamma(\bar{x}, e_k(\bar{x}))} \int_0^{\ell(\gamma)} \langle \dot{\gamma}(t), W_k(\gamma(t)) \rangle dt.
\]

The determination of the \( k \)th principal flow will follow the exact same steps as that of the first principal flow, by means of the Euler–Lagrange method. The interpretation, however, will require a bit more care. For example, consider the case of the second principal flow with \( h = \infty \). The heuristic behind Definition (16) with \( k = 2 \) would be that we search for a smooth curve \( \gamma_1(t) \) that passes through \( \bar{x} \) and attempts to be normal at each point \( \gamma_1(t) \) to the direction of maximal variation at that point, \( e_1(\dot{\gamma}(t)) \), while being tangent to the direction of maximal variation in the orthogonal complement of \( e_1(\dot{\gamma}(t)) \), that is, \( e_2(\dot{\gamma}(t)) \). While \( t \) is such that \( \gamma_1(t) \) remains relatively close to
$\bar{x}$, it makes sense to attempt to move orthogonally to $e_1(\gamma(t))$. However, beyond some distance from $\bar{x}$ (i.e., for some $t$ large enough), it is no longer clear why one should still attempt to move orthogonally to $e_1(\gamma(t))$. In other words, the canonical interpretation of a $k$th principal flow seems to remain valid only locally. A precise quantification of “local” will be derived in the next paragraph. In brief, for $h = \infty$, the canonical interpretation of the $k$th principal flow is retained ($k \geq 2$), provided that we restrict our attention to its segment that is contained in the ball of radius $\sqrt{\lambda_{k-1}(\bar{x}) - \lambda_k(\bar{x})}$ around $\bar{x}$.

5. PRINCIPAL FLOWS IN EUCLIDEAN SPACE

The purpose of this section is to prove that principal flows are canonical, in the sense that they reduce to the usual principal components, locally around the mean, in the context of Euclidean spaces. By making precise the notion of “locally,” we also provide a means of interpreting the principal flows of order greater than 1. Suppose that the manifold $M$ is, in fact, a linear subspace of $\mathbb{R}^m$, and that $x_1, x_2, \ldots, x_n$ constitute a configuration of points in $M$. Let $\bar{x}$ denote
the corresponding mean vector. Initially we will take $h = \infty$.

The proposition below shows that the first principal flow on a flat space, coincides with the first principal direction.

**Proposition 5.1** Let $\{\Sigma_h(x) : x \in B\}$, $\{\lambda_h(x) : x \in B\}$ and $\{e_h(x) : x \in B\}$ be as in Definition 2.3. Let $\gamma_s$ be a segment on $M$ such that

$$\gamma_s(0) = \bar{x} \quad \text{and} \quad \gamma_s(t) = \gamma_s(0) + te(\bar{x}), \quad t \in [0, 1].$$

and let

$$\gamma_1(t) = \gamma_s(t), \quad \forall t \in [0, 1]$$
$$\gamma_2(t) = -\gamma_s(t), \quad \forall t \in [0, 1].$$

Then, $\gamma_1$ and $\gamma_2$ are the unique optima of the functionals (4) and (5), as defined in Definition (2.3), for $h = \infty$. That is, the unique principal flow is the line segment with starting point $e(\bar{x})$ and endpoint $-e(\bar{x})$.

For higher order principal flows, the result remains true, at least locally around the mean. The locality is not infinitesimal. Rather, it is governed by the corresponding eigenvalue spacings of the covariance matrix $\Sigma(\bar{x})$. Recall here that $e_k(\bar{x})$ and $\lambda_k(\bar{x})$ denote the $k$th eigenvector and eigenvalue of $\Sigma(\bar{x})$, respectively.

**Proposition 5.2** Let $\{\Sigma_h(x) : x \in B\}$, $\{\lambda_h(x) : x \in B\}$ and $\{e_h(x) : x \in B\}$ be as in Definition 4.1, with $k \geq 2$. Let $\gamma_s$ be a segment on $M$ such that

$$\gamma_s(0) = \bar{x} \quad \text{and} \quad \gamma_s(t) = \gamma_s(0) + te_k(\bar{x}), \quad t \in [0, \sqrt{\lambda_{k-1}(\bar{x})} - \lambda_k(\bar{x})].$$

Then, any optima $\gamma_1$ and $\gamma_2$ of the functionals 16 and 17 in Definition (4.1), must satisfy

$$\gamma_1(t) = \gamma_s(t), \quad \forall t \in [0, \sqrt{\lambda_{k-1}(\bar{x})} - \lambda_k(\bar{x})]$$
$$\gamma_2(t) = -\gamma_s(t), \quad \forall t \in [0, \sqrt{\lambda_{k-1}(\bar{x})} - \lambda_k(\bar{x})].$$

when $h$ is taken to be $\infty$.

When $h < \infty$, we are potentially using local versions of the tangent covariance matrices, $\Sigma_h(x)$ and the principal flows on a flat manifold $M$ will no longer necessarily reduce to the principal components, thus no longer admitting a global PCA interpretation. Nevertheless, they do retain the local interpretation that motivated them in the case of curved $M$, which has a potential to be of interest even in the case of linear spaces. It provides a compromise between the somewhat rigid notion of a principal component and the more flexible notion of a principal curve (Hastie and Stuetzel 1989): a curve that is flexible enough to capture nonlinear variation, but nevertheless retains the interpretation of being a “local principal component” at each one of its points. Therefore, for a flat manifold, principal flows can be viewed as a counterpart to the notion of a principal curve—one that is motivated by maximal variation considerations rather than optimal one-dimensional reductions.

### 6. EXAMPLES

#### 6.1 Simulated Data

To probe the behavior of the principal flow as dependent on the configuration of the dataset, the starting point, and the choice of scale parameter $h$, we considered three examples on the sphere (Figure 5). We chose the sphere as a “test manifold” since it represents one of the most commonly encountered sample spaces for manifold data, and since it provides a manifold for which we can compare the principal flow with other notions of principal components. We contrast our results to those obtained when using principal geodesics (principal great circles) and principal spheres (which potentially yield small circles); see and Jung, Dryden, and Marron (2012). We remark here that the flow is not defined through a least-squares principle; regardless of the value of $h$, the flow is interpreted as a curve whose derivative approximately points at the direction of maximum local variation—how local being regulated by the value of $h$. On the other hand, principal circles are motivated through a least-squares objective function, attempting to minimize the overall squared lengths of geodesic projections. Since the principal flow and the principal circles correspond to optima of different objective functions, we do not compare them on a quantitative basis, but rather we contrast them qualitatively.

We generated three datasets representing different types of manifold variation. The first dataset is such that the point cloud is concentrated around an “S”-like curve on the manifold. The data thus present a global variation pattern (along the geodesic connecting the tip and the bottom of the “S”) as well as a more localized variation pattern, along the “S”-like curve itself. The symmetry of the “S” means that the Fréchet mean represents a good starting point for the principal flow. On the other hand, the fact that its curvature is nonconstant means that the local variation cannot be well explained by an arc. The configuration of the second dataset is also such that the point cloud is concentrated around a curve, this time a curve resembling a “C” (see Figure 3(d)). Once again, there are two patterns of variation, a large scale one (along the normal to the axis of symmetry of the “C” shape) and a local one, along the “C”-like curve itself. The sign of the curvature is constant in this case. This time, however, the Fréchet mean is not a good descriptor of the center of the data. The last configuration is more diffuse: the point cloud lies on the northern hemisphere and is characterized by a very weak global elongation pattern, not being obviously concentrated around a particular smooth curve.

For the S-pattern, we fitted the principal flow through the Fréchet mean, using $h = \infty$ and a reduced value for $h$ (Figure 3(a)). The results indicate that the corresponding flows perform well in capturing the global and local variation patterns, respectively. The flow with $h = \infty$ seems very similar to the principal great circle (Figure 3(b)). The principal nested sphere yields a small sphere in this case (Figure 3(c)), which also performs well in capturing the global structure, though with the opposite curvature. We note that neither the great nor the small sphere can capture the finer local variation structure. However, a principal flow with a reduced value for $h$ seems to describe this finer structure with success.

In the case of the “C”-pattern, the Fréchet mean is no longer a good descriptor of the center of the dataset. A flow started at this mean with $h = \infty$ (Figure 3(d)) seems to capture the global elongation of the data (along the normal to the axis of symmetry of the “C”), and indeed appears to have a structure very similar to the principal great circle (Figure 3(e)). Arguably, though, it is the
principal nested small circle that provides the best description of the variation of the data in this case (Figure 3(f)). This example shows the impact of the choice of the starting point on the principal flow. If the flow is started at a more natural center of the data cloud, it can be seen to perform as well as the small circle in terms of capturing the variation pattern of the data (Figure 3(d) shows such a flow with a reduced choice of $h$).

When the data are more diffuse, one expects that a large value of $h$ will yield a principal flow that is more sensible. The principal flow for $h = \infty$ (started at the mean) provides very similar results with the principal great circle (Figures 3(g) and 3(h)). Using a smaller $h$ appears to yield results that are not as appealing. Though the flow still is interpretable as a path of maximal local variation, the fact that the data are diffuse means that looking at local scales does not adequately portray the structure of the configuration. The principle nested sphere (which in this case yields a small circle) also appears to be hard to interpret in this case (Figure 3(i)).

### 6.2 Seismological Data

To illustrate the use of the principal flow in a concrete example, we consider a spherical dataset comprised of earthquake epicenters. Figure 4(a) displays the epicenters of earthquakes that occurred between January 1, 1995 and May 28, 2013 within a large region around the meet of the African, Antarctic, and Australian tectonic plates (from $-26^{\circ}$ to $-70^{\circ}$ latitude, and from $10^{\circ}$ to $80^{\circ}$ longitude, negative numbers denoting latitudes in the southern hemisphere) as recorded by the U.S. Geological Survey (U.S. Geological Survey (in progress)). Though Figure 4(a) represents the points on a flat atlas, the region considered is large enough that the curvature of the Earth should be taken into consideration (see Figure 4(b)).

As can be expected, the earthquakes tend to concentrate around the tectonic plate boundaries, which provide a natural description of an underlying one-dimensional pattern carrying most of the variation of the point cloud. The shape of the plate boundary in this particular geographical region exhibits nonconstant curvature and thus manifests localized variation patterns (not unlike the “S” pattern in Figure 3(a)) in addition to the large-scale geodesic variation from southwest to northeast. This dual-scale variation pattern of the data is reflected on the behavior of their principal flow, depending on the choice to the scale parameter $h$. Using $K(y) = 1(y \leq 1)$ as the kernel for the local covariance again, and starting the flow at a point within the main cloud of the data, we can see that more local covariance fields (e.g., with $h = 400$ miles) generate a flow that tends to follow the main pattern of variation very closely, almost outlining the tectonic plate boundaries (Figure 5(a)). Moving to a larger scale of covariance field ($h = 800$ miles) yields a flow that attempts to compromise the local and global patterns of variation (Figure 5(b)). The case $h = \infty$ yields a rigid curve that describes solely the large-scale pattern of variation (Figure 5(c)). All three flows are depicted in superposition in Figure 5(g).

This particular dataset can also serve to illustrate the effect that a poor choice of starting point may have on the success (or lack of it) of the principal flow in capturing the main pattern of variation in the data. In particular, the dataset features a number of outlying points that are located far from the main cloud in a direction essentially “orthogonal” to the plate boundary. As with linear PCA, these outliers can have a detrimental effect by: (a) moving the (intrinsic) mean away from the true center of the point cloud (and thus producing spurious directions of variation); (b) interchanging the first and second main directions of variation (if the outliers fall on a (geodesic) axis “orthogonal” to the main direction of variation); (c) a combination of both.

These effects are apparent in the case of the principal flow. In these cases, when $h$ is relatively small (400 miles), the principal flow is pulled away from the bulk of the data, since the local covariance pattern at that scale is orthogonal to the more global pattern, at least in one direction (Figure 5(d)). On the other hand, doubling $h$ (800 miles) leads to a less pronounced effect, but still the flow is struggling to compromise the two variation patterns: the one formed by the bulk of the data, and the one appearing due to the outliers (Figure 5(e)). When $h = \infty$, the global pattern of variation prevails, and the principal flow of the data provides a more sensible description of the data variation. All three flows are depicted in superposition in Figure 5(h).

![Figure 4](https://example.com/earthquake_map.png)

(a) Earthquake epicenters (in blue) on a flat world atlas. (b) Earthquake epicenters (in blue) plotted on a globe.
7. DISCUSSION

With the aim of defining a manifold extension of principal components that retains its canonical PCA interpretation while allowing for more flexible reductions of nongeodesic patterns of variation, we introduced the notion of a principal flow. This was seen to be interpretable as a curve passing through an intrinsic mean whose tangent velocity at any point attempts to fit the eigenvector of the corresponding tangent local covariance matrix at that point, subject to smoothness constraints. Depending on how locally or globally the tangent covariance matrix at any point was defined, the principal flow was seen to be more rigid or more flexible. In this sense, it can be thought of as a manifold extension of the principal curves introduced by Hastie and Stuetzle (1989). In fact, it was seen to reduce to PCA in the case of a Euclidean space, provided that the covariances employed were defined globally.

As is the case with principal components in Euclidean space, principal flows on a manifold require the determination of a
starting point. This can be taken to be an intrinsic mean or any other point of significance chosen by the researcher. However, similarly to Euclidean space PCA, when the starting point is not a good descriptor of location, a principal flow may not be a good descriptor of the variation of the sample. This points to an interesting direction for future work. Our principal flow was defined as the optimum of an Euler–Lagrange problem with mixed boundary conditions: the starting point and velocity of the curve were prescribed, but not the endpoint. An interesting question would be to study the free boundary version of the problem, where neither a starting nor an ending point of the curve is prescribed.

Depending on the choice of the scale parameter $h$, the principal flow captures local or global covariation features of the data. Our view is that $h$ should not be seen as a bandwidth parameter to be optimized over, but rather that a whole spectrum of $h$s should be considered in parallel, each $h$ yielding a reduction of variation at a particular scale. Indeed, we claim that it does not strictly make sense to speak of an “optimal” $h$, since, depending on the choice of $h$, the principal flow attempts to describe a different orientation field (that generated by the first eigenspaces of the local covariance field $\{\Sigma_h(x) : x \in M\}$); so speaking of an optimal $h$ is more about speaking of an optimal orientation field, a question that is rather subtle and requires a deeper study of the local tangent covariance field, seen as a process indexed by $h$.

Perhaps a more appropriate question, as one referee aptly remarked, is to ask: at which scale are the features of interest present? That is, at which scale is the principal flow picking up the most strongly one-dimensional variation? There are potentially several ways to quantify this statement depending on how one makes it precise. An informal approach followed in our illustrations was that of visual inspection. More objective criteria can be envisaged, for example one may conceive a criterion of the form:

$$R(h) = \int_a^b \frac{1}{\text{trace}[\Sigma_h(\gamma(t))]} \sum_{i=1}^n \left(\dot{\gamma}_h(t), \log_{\gamma(t)} x_i \right)^2 \times \frac{\kappa_h(x_i, \gamma(t))}{\sum_i \kappa_h(x_i, \gamma(t))} dt.$$  

Here, $\gamma_h(t) : [a, b] \rightarrow M$ is the principal flow at scale $h$, under some curve parameterization and we recall that $\Sigma_h(x)$ is the local tangent covariance at $x \in M$. This criterion measures what percentage of the total tangent variance at scale $h$ along the path of the flow is captured by the flow itself (it is most easily interpreted when $K(y) = 1\{y \leq 1\}$). It is inspired by the usual approach to judging the success of the first principal component in capturing the total variation, by looking at the percentage of variance explained. Low values of the criterion could arise either when $\dot{\gamma}(t)$ is not close to being parallel to $e_1(\gamma(t))$ and/or

Figure 6. Plots of the $R$ criterion (normalized so that $R \leq 1$) and the flows corresponding to local maxima and/or elbows thereof for three different datasets. (a) Plot of $R(h)$ for the “S”-like data with the flows started at center of symmetry. (b) Plot of $R(h)$ for the “C”-like data with the flows started at center of symmetry. (c) Plot of $R(h)$ for the earthquake data with the flows started at center of symmetry. (d) Principal flows for the “S”-like data with $h = 0.4$ (in red) and $h = 1$ (in green), started at center of symmetry. (e) Principal flow for the “C”-like data with $h = 0.7$ (in red), started at center of symmetry. (f) Principal flows for the earthquake data with $h = 0.1$ (about 396 miles, plotted in red) and $h = 0.25$ (about 990 miles, plotted in green), started at center of symmetry.
because $\Sigma_h(y(t))$ is not close to being of rank 1. Thus, $R$ attempts to simultaneously measure how strongly one-directional the variation at scale $h$ along the flow is, as well as how well the flow captures this variation. The maximum possible value would be attained at a certain $h$, if the data were such that all the $h$-local covariance tensors along the curve were precisely of rank 1 and with their first eigenvectors tangent to the flow. Therefore, it must be that $0 \leq R \leq \ell$, where $\ell$ is the total length of the flow, which is fixed by construction.

In the examples we considered, values of $h$ corresponding to local maxima and elbows of $R$ yielded visually appealing flows, that seemed to capture particularly relevant features at different scales of variation (these are depicted in Figure 6, which also includes the corresponding plots of $R(h)$). In fact, we note that recent work on density estimation by Schmidt-Hieber, Munk, and Dümbgen (2013) shows that it is not even necessary to assume a known minimal scale $h$ as was the case in Chaudhuri and Marron (2000): by allowing $h$ to tend to zero at an appropriate rate, essentially all scales can be examined simultaneously (be it through $R$ or another criterion), and the opposite extreme of letting $h \to 0$ instead of $h = \infty$ could be an interesting case in itself. Though $R$ appears to be a useful means of guiding the practitioner’s choice, it is certainly not the only choice and it seems that the issue of assessing which are the most informative scales $h$—whether by $R(\cdot)$ or another criterion—is one deserving further scrutiny, beyond the confines of the present article.

APPENDIX

Proofs of Formal Statements

Proof of Proposition 2.1. Let $y_t = \log x_t$, $x, x_t \in B$, and $x_t = k_t(x, x_t)$ and consider the set of linear operators from $T_M \to T_M$, say $\text{lin}(T_M, T_M)$. Depending on the coordinate system chosen for $T_M$, $\sum_{i=1}^n (y_i \otimes y_i)k_t$ has a different $r \times r$ matrix representation of an element in $\text{lin}(T_M, T_M)$. Nevertheless, its action on $T_M$ is invariant to changes of the coordinate system, and hence its eigenvectors and eigenvalues are well defined and independent of the choice of local coordinates.

Next, we note that the map

$$T(x) := \sum_{i=1}^n (\log x_i \otimes \log x_i)k_t(x, x_t) : \mathbb{R}^m \to \mathbb{R}^{m \times m} \quad (A.1)$$

differentiable on $B$. Given $x_t \in B$, let $N(x_t)$ be a neighborhood of $x_t = T(x_t)$ in $\mathbb{R}^{m \times m}$, the space of $m$ by $m$ matrices. For any $X \in N(x_t)$, let $\lambda(X)$ be the largest eigenvalue of $X$ and $u(X)$ be the leading eigenvector of $X$. Following Magnus (1985), use of the implicit function theorem yields that $\lambda$ and $u$ may be differentiably extended on $N(x_t)$. Combining this with the differentiability of $T$, we conclude that the function $W = (\lambda \circ T) \circ (u \circ T)$ is well defined and differentiable on an open neighborhood $N(x_t)$.

Proof of Proposition 3.1. First we show that a curve in $\Gamma$ may be reparameterized to yield a curve in $\Gamma_2$. Given $\gamma \in \Gamma(x, W(x))$, define

$$f : [0, 1] \to M, \quad f(t) = \gamma(rt)$$

for all $0 \leq t \leq 1$.

Then $\|f(t)\| = \|\gamma(rt)\|/r = r$ and so $f$ is of length $r$. Furthermore,

$$\int_0^1 \|f(t)\|^2 dt = r^2.$$

Now define

$$\gamma_s : [0, 1] \to M, \quad \gamma_s(t) = f(t^s)$$

so that $\dot{\gamma_s}(t) = \alpha t^{s-1}f(t^s)$. It follows that

$$\|\dot{\gamma_s}(t)\|^2 = \alpha^2 t^{2s-2} \|f(t^s)\|^2 = \alpha^2 t^{2s-2} r^2.$$

Integrating over both sides,

$$\int_0^1 \|\dot{\gamma_s}(t)\|^2 dt = \int_0^1 \alpha^2 t^{2s-2} r^2 dt = \frac{\alpha^2 r^2}{2s-1}.$$

Since $r \leq 1$, we may choose $\alpha \geq 1$ such that $\alpha^2 r^2 = (2s - 1)$, and so $\gamma_s \in \Gamma_2(x, W(x))$ provides the reparameterization of $\gamma \in \Gamma$.

To show that any curve $\gamma_2 \in \Gamma_2(x, e(x))$ can be reparameterized into a curve in $\Gamma(x, W(x))$, we observe that the Cauchy–Schwarz inequality yields

$$\left( \int_0^1 \|\dot{\gamma_2}(t)\|^2 dt \right)^2 \leq \int_0^1 \|\gamma_2(t)\|^2 dt = 1.$$

This implies that the length of curve $\gamma_2$ is less than or equal to 1. Hence, we can reparameterize the curve $\gamma_2$ so that it have unit vector speed. \hfill $\Box$

Proof of Proposition 5.1. By symmetry, it suffices to prove that $y_1(t) = y_2(t)$ for all $t \in [0, 1]$. We begin by observing that, for any $x \in M$, we may write

$$\Sigma(x) = \frac{1}{n} \sum_{i=1}^n (x_i - \bar{x} + \bar{x} - x)(x_i - \bar{x} + \bar{x} - x)^\top = \Sigma(\bar{x}) + (x - \bar{x})(x - \bar{x})^\top.$$

Clearly, the first eigenvector and eigenvalue of the rank 1 matrix $(x - \bar{x})(x - \bar{x})^\top$ are

$$\frac{(x - \bar{x})}{\|x - \bar{x}\|},$$

respectively. Therefore, using Weyl’s inequality for the first eigenvalue of $\Sigma(x)$ and that of $\Sigma(\bar{x})$, we obtain

$$\lambda(x) \leq \lambda(\bar{x}) + \|x - \bar{x}\|^2.$$

We note that the above inequality becomes an equality only when the first eigenvector of $\Sigma(\bar{x})$ coincides with the first eigenvector of $(x - \bar{x})(x - \bar{x})^\top$. Equivalently, we have equality if and only if $x$ is on the line containing the first principal component of $\{x_1, \ldots, x_n\}$.

Now, let $h \in \Gamma_2$. Our inequality implies that

$$\lambda(y(t)) \leq \lambda(\bar{x}) + \|y(t) - \bar{x}\|^2 \leq \lambda(\bar{x}) + \|\gamma_s(t) - \bar{x}\|^2 = \lambda(\gamma_s(t)).$$

(A.2)

Here, we have used the fact that

$$\|y(t) - \bar{x}\| = \|\gamma(0, 0, t)\| = t \cdot \|y(0, t)\| \geq \|y(t) - \bar{x}\|,$$

for all $t \in [0, 1]$ and $y \in \Gamma_2$, since $y_s$ is the segment of a straight line (traveling for a distance $t$ along a straight line gets us further than traveling for a distance $t$ along a curve). Since $|y(t)| = 1$ and $|e(y(t))| = 1$, we obtain

$$\|y(t), \lambda(y(t))e(y(t))\| \leq \lambda(y(t)) \leq \lambda(\gamma_s(t)) = \|\gamma_s(t), \lambda(\gamma_s(t))e(\gamma_s(t))\|,$$

the last equality coming from the fact that $\gamma_s(t)$ and $e(\gamma_s(t))$ are two parallel unit vectors.

Therefore,

$$\int_0^1 \|\dot{\gamma_s(t), \lambda(y(t))e(y(t))}\| dt \leq \int_0^1 \|\dot{\gamma_s(t), \lambda(\gamma_s(t))e(\gamma_s(t))}\| dt.$$

Since the inequality is strict, unless the points $\{x_1 - \bar{x}, \ldots, x_n - \bar{x}\}$ are collinear, the proof is complete. \hfill $\Box$
Proof of Proposition 5.2. The proof is essentially identical to that of Proposition 5.1, where instead of the first eigenvalue, we apply Weyl’s inequality for the $k$th eigenvalue of $\Sigma(x)$. All the remaining steps follow through in the same manner. Note that the restriction $t \in [0, \sqrt{\lambda_{k-1}(x)} - \lambda_k(x)]$ is required to guarantee that the last equality in the sequence of inequalities (A.2) is preserved.
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